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Day 2 Outline

I Problems to watch out for

I Getting to know your texts

I Key words in context

I Revisiting feature selection

I Feature weighting strategies

I Collocations

I Named entity recognition

I Readability and lexical diversity

I Assignment 2



Problems you are likely to encounter

I Problems with encoding

I Problems file formats

I Extraneous junk (page footers, numbers, titles, etc)

I misspelllings

I different normalizations (e.g. for Japanese)



Simple descriptive table about texts: Describe your data!

Speaker Party Tokens Types

Brian Cowen FF 5,842 1,466
Brian Lenihan FF 7,737 1,644
Ciaran Cuffe Green 1,141 421
John Gormley (Edited) Green 919 361
John Gormley (Full) Green 2,998 868
Eamon Ryan Green 1,513 481
Richard Bruton FG 4,043 947
Enda Kenny FG 3,863 1,055
Kieran ODonnell FG 2,054 609
Joan Burton LAB 5,728 1,471
Eamon Gilmore LAB 3,780 1,082
Michael Higgins LAB 1,139 437
Ruairi Quinn LAB 1,182 413
Arthur Morgan SF 6,448 1,452
Caoimhghin O’Caolain SF 3,629 1,035

All Texts 49,019 4,840

Min 919 361
Max 7,737 1,644
Median 3,704 991
Hapaxes with Gormley Edited 67
Hapaxes with Gormley Full Speech 69



Exploring Texts: Key Words in Context

KWIC Key words in context Refers to the most common
format for concordance lines. A KWIC index is
formed by sorting and aligning the words within an
article title to allow each word (except the stop
words) in titles to be searchable alphabetically in the
index.

05/08/2008 13:46A Concordance to the Child Ballads

Page 2 of 3http://www.colorado.edu/ArtsSciences/CCRH/Ballads/ballads.html

I began working on this concordance to The English and Scottish Popular Ballads in the early 1980's
while a graduate student at the University of Colorado, Boulder. At the time I was interested in the
function of stylized language, and Michael J. Preston, then director of the Center for Computer Research
in the Humanities at the University of Colorado, Boulder, made the Center's facilities available to me,
but as is too frequently the case in academia, university funding for the Center was withdrawn before the
concordance could be finished and produced in publishable form. Consequently, I moved on to other
projects, and the concordance languished in a dusty corner of my study. Occasionally, over the years, I
have been asked to retrieve information from the concordance for colleagues, which I have done, and
these requests, plus the advent of Internet web sites, has prompted me to make available the concordance
(rough as it remains) to those scholars who have argued that a rough concordance to the material is better
than no concordance at all. Both the software that produced the original concordance and the
programming necessary to get this up on the Web are the work of Samuel S. Coleman.

Note: We discovered, too late, that a section of the original text was missing from the files used to make
this concordance. We have inserted this section into the file "original text.txt". It is delimited by lines of
dashes, for which you can search, and a note. In addition, this section is encoded using a convention for
upper case and other text features that we used in the 1960s (as opposed to the 80s for the rest of the
text). Since this project is not active, there are no resources to work on this section.

Cathy Preston

THE CONCORDANCE

This is a working or "rough" concordance to Francis James Child's five volume edition of The English

and Scottish Popular Ballads (New York: Dover, [1882-1898] 1965). By "rough" I mean that the
concordance has only been proofread and corrected once; consequently, occasional typographical errors
remain. Furthermore, word entries have not been disambiguated; nor have variant spellings been collated
under a single word form. Nonetheless, all 305 texts and their different versions (A, B, C, etc.), as well
as Child's additions and corrections to the texts are included in the concordance.

The format for the concordance is that of an extended KWIC (Key Word In Context). Consider the
following sample entry, an approximation of what the camera-ready Postscript files look like:

lime (14)

79[C.10] 4 /Which was builded of lime and sand;/Until they came to

247A.6 4 /That was well biggit with lime and stane.

303A.1 2 bower,/Well built wi lime and stane,/And Willie came

247A.9 2 /That was well biggit wi lime and stane,/Nor has he stoln

305A.2 1 a castell biggit with lime and stane,/O gin it stands not

305A.71 2 is my awin,/I biggit it wi lime and stane;/The Tinnies and

79[C.10] 6 /Which was builded with lime and stone.

305A.30 1 a prittie castell of lime and stone,/O gif it stands not

108.15 2 /Which was made both of lime and stone,/Shee tooke him by

175A.33 2 castle then,/Was made of lime and stone;/The vttermost

178[H.2] 2 near by,/Well built with lime and stone;/There is a lady

178F.18 2 built with stone and lime!/But far mair pittie on Lady

178G.35 2 was biggit wi stane and lime!/But far mair pity o Lady

2D.16 1 big a cart o stane and lime,/Gar Robin Redbreast trail it



Another KWIC Example (Seale et al (2006)

pre-specified categories. An additional conventional
thematic content analysis of relevant interview text
was done to identify gender differences in internet
use reported in interviews.

Results

Reported internet use: thematic content analysis of
interviews-

Direct questions about internet usage were not
asked of all interviewees, although all were asked
about sources of information they had used.
Additionally, the major illness experience of some
of the interviewees had occurred some time before
the advent of widespread access to the internet.
Nevertheless, 15BC (Breast cancer) women (33%)
said they had used internet in relation to their
illness, and 20 PC (Prostate cancer) men (38%). One
woman and eight men had, though, only used the
internet through the services of a friend or relative
who had accessed material on their behalf. Five
women and three men indicated that their use had
(as well as visiting web sites) involved interacting in
a support group or forum.

ARTICLE IN PRESS

Table 3
Example of Keyword in Context (KWIC) and associated word
clusters display

Extracts from Keyword in Context (KWIC) list for the word ‘scan’
An MRI scan then indicated it had spread slightly
Fortunately, the MRI scan didn’t show any involvement of the
lymph nodes
3 very worrying weeks later, a bone scan also showed up clear.
The bone scan is to check whether or not the cancer has spread to
the bones.
The bone scan is done using a type of X-ray machine.
The results were terrific, CT scan and pelvic X-ray looked good
Your next step appears to be to await the result of the scan and I
wish you well there.
I should go and have an MRI scan and a bone scan

Three-word clusters most frequently associated with keyword ‘scan’

N Cluster Freq

1 A bone scan 28
2 Bone scan and 25
3 An MRI scan 18
4 My bone scan 15
5 The MRI scan 15
6 The bone scan 14
7 MRI scan and 12
8 And Mri scan 9
9 Scan and MRI 9

Table 4
Coding scheme identifying meaningful categories of keywords

Keyword category Examples of keywords

Greetings Regards, thanks, hello, welcome, [all the] best, regs ( ¼ regards),
Support Support, love, care, XXX, hugs
Feelings Feel, scared, coping, hate, bloody, cry, hoping, trying, worrying, nightmare, grateful,

fun, upset, tough
Health care staff Nurse, doctor, oncologist, urologist, consultant, specialist, Dr, Mr
Health care institutions and procedures Clinic, NHS, appointment, appt
Treatment Tamoxifen, chemo, radiotherapy, brachytherapy, conformal, Zoladex, Casadex,

nerve [sparing surgery]
Disease/disease progression Cancer, lump, mets, invasive, dying, death, score, advanced, spread, doubling,

enlarged, slow, cure
Symptoms and side effects Hair, sick, scar, pain, flushes, nausea, incontinence, leaks, dry, pee, erections
Body parts Breast, arm, chest, head, brain, bone, skin, prostate, bladder, gland, urethra,
Clothing and appearance Nightie, bra, wear, clothes, wearing
Tests and diagnosis PSA, mammogram, ultrasound, MRI, Gleason, biopsy, samples, screening, tests,

results
Internet and web forum www, website, forums, [message] board, scroll
People Her, she, I, I’ve, my, wife, partner, daughter, women, yourself, hubby, boys, mine,

men, dad, he
Knowledge and communication Question, information, chat, talk, finding, choice, decision, guessing, wondering
Research Study, data, trial, funding, research
Lifestyle Organic, chocolate, wine, golf, exercise, fitness, cranberry [juice]
Superlatives Lovely, amazing, definitely, brilliant, huge, wonderful

[ ]—square brackets are used to give commonly associated word showing a word’s predominant meaning.
( ¼ ) — rounded brackets and ¼ sign used to explain a term’s meaning.

C. Seale et al. / Social Science & Medicine 62 (2006) 2577–2590 2583



Another KWIC Example: Irish Budget Speeches



Irish Budget Speeches KIWC in quanteda



Defining Features

I words

I word stems or lemmas: this is a form of defining equivalence
classes for word features

I word segments, especially for languages using compound
words, such as German, e.g.
Rindfleischetikettierungsberwachungsaufgabenbertragungsgesetz
(the law concerning the delegation of duties for the supervision of cattle

marking and the labelling of beef)

Saunauntensitzer

http://www.telegraph.co.uk/news/worldnews/europe/germany/10095976/Germany-drops-its-longest-word-Rindfleischeti....html


Defining Features (cont.)

I “word” sequences, especially when inter-word delimiters
(usually white space) are not commonly used, as in Chinese

Online edition (c)�2009 Cambridge UP

26 2 The term vocabulary and postings lists

! Figure 2.3 The standard unsegmented form of Chinese text using the simplified
characters of mainland China. There is no whitespace between words, not even be-
tween sentences – the apparent space after the Chinese period (◦) is just a typograph-
ical illusion caused by placing the character on the left side of its square box. The
first sentence is just words in Chinese characters with no spaces between them. The
second and third sentences include Arabic numerals and punctuation breaking up
the Chinese characters.

! Figure 2.4 Ambiguities in Chinese word segmentation. The two characters can
be treated as one word meaning ‘monk’ or as a sequence of two words meaning ‘and’
and ‘still’.

a an and are as at be by for from
has he in is it its of on that the
to was were will with

! Figure 2.5 A stop list of 25 semantically non-selective words which are common
in Reuters-RCV1.

in Section 2.5). Since there are multiple possible segmentations of character
sequences (see Figure 2.4), all such methods make mistakes sometimes, and
so you are never guaranteed a consistent unique tokenization. The other ap-
proach is to abandon word-based indexing and to do all indexing via just
short subsequences of characters (character k-grams), regardless of whether
particular sequences cross word boundaries or not. Three reasons why this
approach is appealing are that an individual Chinese character is more like a
syllable than a letter and usually has some semantic content, that most words
are short (the commonest length is 2 characters), and that, given the lack of
standardization of word breaking in the writing system, it is not always clear
where word boundaries should be placed anyway. Even in English, some
cases of where to put word boundaries are just orthographic conventions –
think of notwithstanding vs. not to mention or into vs. on to – but people are
educated to write the words with consistent use of spaces.

I linguistic features, such as parts of speech

I (if qualitative coding is used) coded or annotated text
segments

I linguistic features: parts of speech



Stemming words

Lemmatization refers to the algorithmic process of converting
words to their lemma forms.

stemming the process for reducing inflected (or sometimes
derived) words to their stem, base or root form.
Different from lemmatization in that stemmers
operate on single words without knowledge of the
context.

both convert the morphological variants into stem or root
terms

example: produc from
production, producer, produce, produces,

produced

Why? Reduce feature space by collapsing different words
into a stem (e.g. “happier” and “happily” convey
same meaning as “happy”)



Varieties of stemming algorithms

In stemming, conversion of morphological forms of 
a word to its stem is done assuming each one is 
semantically related. The stem need not be an existing 
word in the dictionary but all its variants should map to 
this form after the stemming has been completed. There 
are two points to be considered while using a stemmer: 

 Morphological forms of a word are assumed to 
have the same base meaning and hence should 
be mapped to the same stem 

 Words that do not have the same meaning 
should be kept separate 

These two rules are good enough as long as the 
resultant stems are useful for our text mining or 
language processing applications. Stemming is 
generally considered as a recall-enhancing device. For 
languages with relatively simple morphology, the 
influence of stemming is less than for those with a more 
complex morphology. Most of the stemming 
experiments done so far are for English and other west 
European languages. 

Lemmatizing deals with the complex process of first 
understanding the context, then determining the POS of 
a word in a sentence and then finally finding the 
‘lemma’.  In  fact  an  algorithm  that  converts  a  word  to  its  
linguistically correct root is called a lemmatizer. A 
lemma in morphology is the canonical form of a 
lexeme. Lexeme, in this context, refers to the set of all 
the forms that have the same meaning, and lemma 
refers to the particular form that is chosen by 
convention to represent the lexeme.  

In computational linguistics, a stem is the part of the 
word that never changes even when morphologically 
inflected, whilst a lemma is the base form of the verb. 
Stemmers are typically easier to implement and run 
faster, and the reduced accuracy may not matter for 
some applications. Lemmatizers are difficult to 
implement because they are related to the semantics and 
the POS of a sentence. Stemming usually refers to a 
crude heuristic process that chops off the ends of words 
in the hope of achieving this goal correctly most of the 
time, and often includes the removal of derivational 
affixes. The results are not always morphologically 
right forms of words. Nevertheless, since document 
index and queries are stemmed "invisibly" for a user, 
this peculiarity should not be considered as a flaw, but 
rather as a feature distinguishing stemming from 
lemmatization. Lemmatization usually refers to doing 
things properly with the use of a vocabulary and 
morphological analysis of words, normally aiming to 
remove inflectional endings only and to return the 
lemma.  

For example, the word inflations like gone, goes, 
going  will  map  to  the  stem  ‘go’.  The  word  ‘went’  will  
not map to the same stem. However a lemmatizer will 
map  even  the  word  ‘went’  to  the  lemma  ‘go’. 
Stemming: 

introduction, introducing, introduces – introduc 
gone, going, goes – go  
Lemmatizing: 
introduction, introducing, introduces – introduce 
gone, going, goes, went – go  

  
4. Errors in Stemming  

 
There are mainly two errors in stemming – over 

stemming and under stemming. Over-stemming is when 
two words with different stems are stemmed to the 
same root. This is also known as a false positive. 
Under-stemming is when two words that should be 
stemmed to the same root are not. This is also known as 
a false negative. Paice has proved that light-stemming 
reduces the over-stemming errors but increases the 
under-stemming errors. On the other hand, heavy 
stemmers reduce the under-stemming errors while 
increasing the over-stemming errors [14, 15].  
 
5. Classification of Stemming Algorithms  
 

Broadly, stemming algorithms can be classified in 
three groups: truncating methods, statistical methods, 
and mixed methods. Each of these groups has a typical 
way of finding the stems of the word variants. These 
methods and the algorithms discussed in this paper 
under them are shown in the Fig. 1. 

 

 
Figure 1. Types of stemming algorithms 

 
5.1. Truncating Methods (Affix Removal) 
 

As the name clearly suggests these methods are 
related to removing the suffixes or prefixes (commonly 
known as affixes) of a word. The most basic stemmer 

Stemming Algorithms 

Truncating Statistical Mixed 

1) Lovins 

2) Porters 

3) Paice/Husk 

4) Dawson 

 

1) N-Gram 

2) HMM 

3) YASS 

a) Inflectional &   
     Derivational 

  1) Krovetz 

  2) Xerox 

b) Corpus Based  

c) Context Sensitive 

Anjali Ganesh Jivani et al, Int. J. Comp. Tech. Appl., Vol 2 (6), 1930-1938

IJCTA | NOV-DEC 2011 
Available online@www.ijcta.com

1931

ISSN:2229-6093



Issues with stemming approaches

I The most common is probably the Porter stemmer
I But this set of rules gets many stems wrong, e.g.

I policy and police considered (wrongly) equivalent
I general becomes gener, iteration becomes iter

I Other corpus-based, statistical, and mixed approaches
designed to overcome these limitations

I Key for you is to be careful through inspection of
morphological variants and their stemmed versions

I Sometimes not appropriate! e.g. Schofield and Minmo (2016)
find that “stemmers produce no meaningful improvement in

likelihood and coherence (of topic models) and in fact can degrade

topic stability”



Parts of speech

I the Penn “Treebank” is the standard scheme for tagging POS

https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html


Parts of speech (cont.)
> library("spacyr")

> txt <- "Pierre Vinken, 61 years old, will join the board as a nonexecutive

director Nov. 29. Mr. Vinken is chairman of Elsevier N.V.,

the Dutch publishing group."

> spacy_parse(txt)

doc_id sentence_id token_id token lemma pos entity

1 text1 1 1 Pierre pierre PROPN PERSON_B

2 text1 1 2 Vinken vinken PROPN PERSON_I

3 text1 1 3 , , PUNCT

4 text1 1 4 61 61 NUM DATE_B

5 text1 1 5 years year NOUN DATE_I

6 text1 1 6 old old ADJ DATE_I

7 text1 1 7 , , PUNCT

8 text1 1 8 will will VERB

9 text1 1 9 join join VERB

10 text1 1 10 the the DET

11 text1 1 11 board board NOUN

12 text1 1 12 as as ADP

13 text1 1 13 a a DET

14 text1 1 14 nonexecutive nonexecutive ADJ

15 text1 1 15 \n \n SPACE

16 text1 1 16 director director NOUN

17 text1 1 17 Nov. nov. PROPN DATE_B

18 text1 1 18 29 29 NUM DATE_I

19 text1 1 19 . . PUNCT



Parts of speech (cont.)

20 text1 1 20 SPACE

21 text1 2 1 Mr. mr. PROPN

22 text1 2 2 Vinken vinken PROPN PERSON_B

23 text1 2 3 is be VERB

24 text1 2 4 chairman chairman NOUN

25 text1 2 5 of of ADP

26 text1 2 6 Elsevier elsevier PROPN ORG_B

27 text1 2 7 N.V. n.v. PROPN ORG_I

28 text1 2 8 , , PUNCT

29 text1 2 9 \n \n SPACE WORK_OF_ART_B

30 text1 2 10 the the DET WORK_OF_ART_I

31 text1 2 11 Dutch dutch ADJ NORP_B

32 text1 2 12 publishing publishing NOUN

33 text1 2 13 group group NOUN

34 text1 2 14 . . PUNCT



Stemming v. lemmas

> library("quanteda")

> tokens(txt) %>% tokens_wordstem()

tokens from 1 document.

text1 :

[1] "Pierr" "Vinken" "," "61" "year" "old" "," "will"

[9] "join" "the" "board" "as" "a" "nonexecut" "director" "Nov"

[17] "." "29" "." "Mr" "." "Vinken" "is" "chairman"

[25] "of" "Elsevier" "N.V" "." "," "the" "Dutch" "publish"

[33] "group" "."

sp$lemma

[1] "pierre" "vinken" "," "61" "year" "old"

[7] "," "will" "join" "the" "board" "as"

[13] "a" "nonexecutive" "\n " "director" "nov." "29"

[19] "." " " "mr." "vinken" "be" "chairman"

[25] "of" "elsevier" "n.v." "," "\n " "the"

[31] "dutch" "publishing" "group" "."



Weighting strategies for feature counting

term frequency Some approaches trim very low-frequency words.
Rationale: get rid of rare words that expand the
feature matrix but matter little to substantive
analysis

document frequency Could eliminate words appearing in few
documents

inverse document frequency Conversely, could weight words more
that appear in the most documents

tf-idf a combination of term frequency and inverse
document frequency, common method for feature
weighting



Strategies for feature weighting: tf-idf

I tfi ,j = thecountoftermtj in document i

I idfi = log N

{di :tj∈di}
where

I N is the total number of documents in the set
I {di : tj ∈ di} is the number of documents where the term tj

appears

I tf-idfi ,j = tf i ,j · idf j



Computation of tf-idf: Example

Example: We have 100 political party manifestos, each with 1000
words. The first document contains 16 instances of the word
“environment”; 40 of the manifestos contain the word
“environment”.

I The term frequency is 16

I The document frequency is 100/40 = 2.5, or log(2.5) = 0.398

I The tf-idf will then be 16 ∗ 0.398 = 6.37

I If the word had only appeared in 15 of the 100 manifestos,
then the tf-idf would be 13.18 (about two times higher).

I A high weight in tf-idf is reached by a high term frequency (in
the given document) and a low document frequency of the
term in the whole collection of documents; hence the weights
hence tend to filter out common terms



Other weighting schemes

I the SMART weighting scheme (Salton 1991, Salton et al):
The first letter in each triplet specifies the term frequency

component of the weighting, the second the document frequency

component, and the third the form of normalization used (not

shown). Example: lnn means log-weighted term frequency, no idf,

no normalization

Online edition (c)�2009 Cambridge UP

128 6 Scoring, term weighting and the vector space model

Term frequency Document frequency Normalization
n (natural) tft,d n (no) 1 n (none) 1

l (logarithm) 1 + log(tft,d) t (idf) log N
dft

c (cosine) 1√
w2

1+w2
2+...+w2

M

a (augmented) 0.5 +
0.5×tft,d

maxt(tft,d)
p (prob idf) max{0, log N−dft

dft
} u (pivoted

unique)
1/u (Section 6.4.4)

b (boolean)
{

1 if tft,d > 0
0 otherwise b (byte size) 1/CharLengthα, α < 1

L (log ave) 1+log(tft,d)
1+log(avet∈d(tft,d))

! Figure 6.15 SMART notation for tf-idf variants. Here CharLength is the number
of characters in the document.

3. More generally, a document in which the most frequent term appears
roughly as often as many other terms should be treated differently from
one with a more skewed distribution.

6.4.3 Document and query weighting schemes

Equation (6.12) is fundamental to information retrieval systems that use any
form of vector space scoring. Variations from one vector space scoring method
to another hinge on the specific choices of weights in the vectors V⃗(d) and
V⃗(q). Figure 6.15 lists some of the principal weighting schemes in use for
each of V⃗(d) and V⃗(q), together with a mnemonic for representing a spe-
cific combination of weights; this system of mnemonics is sometimes called
SMART notation, following the authors of an early text retrieval system. The
mnemonic for representing a combination of weights takes the form ddd.qqq
where the first triplet gives the term weighting of the document vector, while
the second triplet gives the weighting in the query vector. The first letter in
each triplet specifies the term frequency component of the weighting, the
second the document frequency component, and the third the form of nor-
malization used. It is quite common to apply different normalization func-
tions to V⃗(d) and V⃗(q). For example, a very standard weighting scheme
is lnc.ltc, where the document vector has log-weighted term frequency, no
idf (for both effectiveness and efficiency reasons), and cosine normalization,
while the query vector uses log-weighted term frequency, idf weighting, and
cosine normalization.

I Note: Mostly used in information retrieval, although some use
in machine learning



Selecting more than words: collocations

collocations bigrams, or trigrams e.g. capital gains tax

how to detect: pairs occuring more than by chance, by measures
of χ2 or mutual information measures

example:

Summary Judgment Silver Rudolph Sheila Foster
prima facie COLLECTED WORKS Strict Scrutiny
Jim Crow waiting lists Trail Transp
stare decisis Academic Freedom Van Alstyne
Church Missouri General Bldg Writings Fehrenbacher
Gerhard Casper Goodwin Liu boot camp
Juan Williams Kurland Gerhard dated April
LANDMARK BRIEFS Lee Appearance extracurricular activities
Lutheran Church Missouri Synod financial aid
Narrowly Tailored Planned Parenthood scored sections

Table 5: Bigrams detected using the mutual information measure.

To exclude semantically uninformative words, we also tested the removal of “stop words”:

linguistically necessary but substantively uninformative words such as determiners, conjunc-

tions, and semantically light prepositions. These are words (such as “the”, the most common

English word) that we have no reason to expect will aid our ability to detect relative degrees of

the liberalness or conservativeness of a legal document, and hence add nothing to our ability

to measure this as a latent trait in test documents. Our stop word list includes the 200 most

common English words, which we simply removed from our feature (word) set.

To judge the effect of collocations, we also used the mutual information-based bigram

and trigram measure provided in NLTK (Bird, Klein and Loper, 2009) to mark 50 phrases in

the text that are likely to be trigrams (three-word collocations), and 200 that are likely to be

bigrams (two-word collocations). Table 5 displays the top twenty bigrams according to their

mutual information scores. To the extent that these phrases are idiomatic, it makes sense to

treat them as though they were a single word type rather than a pair or triplet of separate words.

For example, in the context of a case about affirmative action, ‘Jim Crow’ has a particular

connotation that we want to separate from other occurrences of the forename ‘Jim’ in the texts.

We measure the classification performance of the different models by accuracy and F-

score. Wordscores is used as a classifier by choosing a threshold to classify the test documents

by their document score. As the reference scores used were -1.0 and 1.0, we use 0.0 as the

discrimination threshold. The task of classifying briefs may not be interesting in itself, as

we already know or can easily discern the position of any amicus brief, however, here we

use classification performance as a relative measure of the models under different conditions.

37



Identifying collocations

I Does a given word occur next to another given word with a
higher relative frequency than other words?

I If so, then it is a candidate for a collocation or “word bigram”

I We can detect these using χ2 or likelihood ratio measures
(Dunning paper)

I Implemented in quanteda as textstatcollocations()



Getting texts into quanteda

I text format issue
I text files
I zipped text files
I spreadsheets/CSV
I (pdfs)
I (Twitter feed)

I encoding issue

I metadata and document variable management



Identifying collocations

I Does a given word occur next to another given word with a
higher relative frequency than other words?

I If so, then it is a candidate for a collocation

I We can detect these using measures of association, such as a
likelihood ratio, to detect word pairs that occur with greater
than chance frequency, compared to an independence model

I The key is to distinguish “true collocations” from
uninteresting word pairs/triplets/etc, such as “of the”

I Implemented in quanteda as collocations



Example

p

154 5 Collocations

C(w1 w2) w1 w2

80871 of the
58841 in the
26430 to the
21842 on the
21839 for the
18568 and the
16121 that the
15630 at the
15494 to be
13899 in a
13689 of a
13361 by the
13183 with the
12622 from the
11428 New York
10007 he said

9775 as a
9231 is a
8753 has been
8573 for a

Table 5.1 Finding Collocations: Raw Frequency. C(·) is the frequency of some-
thing in the corpus.

Tag Pattern Example

A N linear function
N N regression coefficients
A A N Gaussian random variable
A N N cumulative distribution function
N A N mean squared error
N N N class probability function
N P N degrees of freedom

Table 5.2 Part of speech tag patterns for collocation filtering. These patterns
were used by Justeson and Katz to identify likely collocations among frequently
occurring word sequences.

(from Manning and Schütze, FSNLP, Ch 5)



Example

(from Manning and Schütze, FSNLP, Ch 5)



Contingency tables for bigrams

Tabulate every token against every other token as pairs, and
compute for each token:

token2 ¬token2 Totals

token1 n11 n12 n1p

¬token1 n21 n22 n1p

Totals np1 np2 npp



Contingency tables for trigrams

token3 ¬token3 Totals

token1 token2 n111 n112 n11p

token1 ¬token2 n121 n122 n12p

¬token1 token2 n211 n212 n21p

¬token1 ¬token2 n221 n222 n22p

Totals npp1 npp2 nppp



computing the “independence” model

I bigrams

Pr(token1, token2) = Pr(token1)Pr(token2)

I trigrams

Pr(t1, t2, t3) = Pr(t1)Pr(t2)Pr(t3)

Pr(t1, t2, t3) = Pr(t1, t2)Pr(t3)

Pr(t1, t2, t3) = Pr(t1)Pr(t2)Pr(t3)

Pr(t1, t2, t3) = Pr(t1, t3)Pr(t2)



more independence models

I for 4-grams, there are 14 independence models

I generally: the number equals the Bell number less one, where
the Bell number Bn can be computed recursively as:

Bn+1 =
n∑

k=0

(
n

k

)
Bk

I but most of these are of limited relevance in collocation
mining, as they subsume elements of earlier collocations



statistical association measures

where mij represents the cell frequency expected according to
independence:

G 2 likelihood ratio statistic, computed as:

2 ∗
∑

i

∑

j

(nij ∗ log
nij
mij

) (1)

χ2 Pearson’s χ2 statistic, computed as:

∑

i

∑

j

(nij −mij)
2

mij
(2)



statistical association measures (cont.)

pmi point-wise mutual information score, computed as
logn11/m11

dice the Dice coefficient, computed as

n11

n1. + n.1
(3)



Augmenting collocation detection with additional
information

I Use parts of speech information

p

154 5 Collocations

C(w1 w2) w1 w2

80871 of the
58841 in the
26430 to the
21842 on the
21839 for the
18568 and the
16121 that the
15630 at the
15494 to be
13899 in a
13689 of a
13361 by the
13183 with the
12622 from the
11428 New York
10007 he said

9775 as a
9231 is a
8753 has been
8573 for a

Table 5.1 Finding Collocations: Raw Frequency. C(·) is the frequency of some-
thing in the corpus.

Tag Pattern Example

A N linear function
N N regression coefficients
A A N Gaussian random variable
A N N cumulative distribution function
N A N mean squared error
N N N class probability function
N P N degrees of freedom

Table 5.2 Part of speech tag patterns for collocation filtering. These patterns
were used by Justeson and Katz to identify likely collocations among frequently
occurring word sequences.

I other (machine prediction) tools



Named Entity recognition

> sp <- spacy_parse(txt, tag = TRUE)

> entity_consolidate(sp)

doc_id sentence_id token_id token lemma pos tag entity_type

1 text1 1 1 Pierre_Vinken pierre_vinken ENTITY ENTITY PERSON

2 text1 1 2 , , PUNCT ,

3 text1 1 3 61_years_old 61_year_old ENTITY ENTITY DATE

4 text1 1 4 , , PUNCT ,

5 text1 1 5 will will VERB MD

6 text1 1 6 join join VERB VB

7 text1 1 7 the the DET DT

8 text1 1 8 board board NOUN NN

9 text1 1 9 as as ADP IN

10 text1 1 10 a a DET DT

11 text1 1 11 nonexecutive nonexecutive ADJ JJ

12 text1 1 12 \n \n SPACE SP

13 text1 1 13 director director NOUN NN

14 text1 1 14 Nov._29 nov._29 ENTITY ENTITY DATE

15 text1 1 15 . . PUNCT .



Quantities for comparing texts

Length in characters, words, lines, sentences, paragraphs,
pages, sections, chapters, etc.

Readability statistics Use a combination of syllables and sentence
length to indicate “readability” in terms of complexity

Vocabulary diversity (At its simplest) involves measuring a
type-to-token ratio (TTR) where unique words are
types and the total words are tokens

Word (relative) frequency counts or proportions of words

Theme (relative) frequency counts or proportions of (coded)
themes



Lexical Diversity

I Basic measure is the TTR: Type-to-Token ratio

I Problem: This is very sensitive to overall document length, as
shorter texts may exhibit fewer word repetitions

I Special problem: length may relate to the introdution of
additional subjects, which will also increase richness



Lexical Diversity: Alternatives to TTRs

TTR total types
total tokens

Guiraud total types√
total tokens

D (Malvern et al 2004) Randomly sample a fixed
number of tokens and count those

MTLD the mean length of sequential word strings in a text
that maintain a given TTR value (McCarthy and
Jarvis, 2010) – fixes the TTR at 0.72 and counts the
length of the text required to achieve it



Vocabulary diversity and corpus length

I In natural language text, the rate at which new types appear
is very high at first, but diminishes with added tokens

Preliminary Statement
Texts are first normalized and tagged. The ‘‘part-of-speech’’ tagging is nec-
essary because in any text written in French, on average more than one-third
of the words are ‘‘homographs’’ (one spelling, several dictionary meanings).
Hence standardization of spelling and word tagging are first steps for any
high level research on quantitative linguistics of French texts (norms and
software are described in Labb!ee (1990)). All the calculations presented in
this paper utilize these lemmas.

Moreover, tagging, by grouping tokens under the categories of fewer types,
has many additional advantages, and in particular a major reduction in the
number of different units to be counted.

This operation is comparable with the calibration of sensors in any
experimental science.

VOCABULARY GROWTH

Vocabulary growth is a well-known topic in quantitative linguistics (Wimmer
& Altmann, 1999). In any natural text, the rate at which new types appear is
very high at the beginning and decreases slowly, while remaining positive

Fig. 1. Chart of vocabulary growth in the tragedies of Racine (chronological order, 500 token
intervals).
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Vocabulary Diversity Example

I Variations use automated segmentation – here approximately 500
words in a corpus of serialized, concatenated weekly addresses by de
Gaulle (from Labbé et. al. 2004)

I While most were written, during the period of December 1965 these
were more spontaneous press conferences

! A new level is attained in the final scenes of Iphig!eenie and characterizes
Ph"eedre and the two last Racine’s plays (written a long time after Ph"eedre).

The position of the discontinuities should be noted: most of them occur inside
a play rather than between two plays as might be expected. In the case of thefirst
nine plays, this is not very surprising because thewriting of each successive play
took place immediately on completion of the previous one. The nine plays may
thus be considered as the result of a continuous stream of creation. However, 12
years elapsed betweenPh"eedre and Esther and, during this time, Racine seems to
have seriously changed his mind about the theatre and religion. It appears that,
from the stylistic point of view (Fig. 7), these changes had few repercussions and
that the style of Esther may be regarded as a continuation of Ph"eedre’s.

It should also be noted that:

! Only the first segment in Figure 7 exceeds the limits of random variation
(dotted lines), while the last segment is just below the upper limit of this
confidence interval: our measures permit an analysis which is more accurate
than the classic tests based on variance.

! The best possible segmentation is the last one for which all the contrasts
between each segment have a difference of null (for a varying between 0.01
and 0.001).

Fig. 8. Evolution of vocabulary diversity in General de Gaulle’s broadcast speeches (June
1958–April 1969).
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Complexity and Readability

I Use a combination of syllables and sentence length to indicate
“readability” in terms of complexity

I Common in educational research, but could also be used to
describe textual complexity

I Most use some sort of sample

I No natural scale, so most are calibrated in terms of some
interpretable metric

I Implemented in quanteda as textstat readability()



Flesch-Kincaid readability index

I F-K is a modification of the original Flesch Reading Ease
Index:

206.835− 1.015

(
total words

total sentences

)
− 84.6

(
total syllables

total words

)

Interpretation: 0-30: university level; 60-70: understandable
by 13-15 year olds; and 90-100 easily understood by an
11-year old student.

I Flesch-Kincaid rescales to the US educational grade levels
(1–12):

0.39

(
total words

total sentences

)
+ 11.8

(
total syllables

total words

)
− 15.59



Gunning fog index

I Measures the readability in terms of the years of formal
education required for a person to easily understand the text
on first reading

I Usually taken on a sample of around 100 words, not omitting
any sentences or words

I Formula:

0.4

[(
total words

total sentences

)
+ 100

(
complex words

total words

)]

where complex words are defined as those having three or more

syllables, not including proper nouns (for example, Ljubljana),

familiar jargon or compound words, or counting common suffixes

such as -es, -ed, or -ing as a syllable


