CHAPTER 3

Beyond Description
An Integrative Model of Content Analysis

A s noted in Chapter 1, this book takes the view that content analysis is (or
should be) a research technigque that conforms to the rules of science.
Most closely related 1o the technigue of survey research, it uses messages
rather than human beings as its level of analysis: Issues that apply include those
of validity (internral and external), reliability, sample representativeness, the
principle of maximum information {Woelfel & Fink, 1980}, and objectivity {or
intersubjectivity). Before proceeding on a discussion of exactly how content
analysis may be conducted to achieve these standards, a basic background on
the ground rules and terminology of the scientific method is in order.

The Language of the Scientific Method

Whether explicitly stated or not, a primary goal of most scientific studies is to
identify cansal relationships. That is, we hope to discover at least one causal
agent (X} that leads to at least one cutcome {Y). Establishing a cause-and-
effect relationship is rarely (many would say never) achieved in social and be-
havioral scientific study; it is almost impossible to meet all three criteria for
causality: {(a} arelationship, {b) time ordering (such that X precedes Y in time},
and {c) the elimination of all alternative explanations. The second criterion—
time ordering—requires either a study that has two or more measurement
points over time {2 lengétudingd study) or an experiment. The third criterion
—accounting for all alternative explanations—is generally impossible to fally
achieve. However, the task is to do the most complete job possible, identifying
and measuring as many cortral variables as possible.!
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Given that the discovery of true causality is essentially an unattainable
goal, we do not refer 1o “cause” and “effect.” Rather, we refer to each “pre-
sumed cause™ as an independent rariable and each “presumed effect™ as a de-
pendent variable. A variable is a definable and measurable construct that var-
ics, that is, it holds different values for different individual cases or units. For
example, we may predict that gender is related to interrupting behavior, such
that males will interrupt conversations more often than will females. Each unit
{person, in this case} will hold a certain value on the independent variable
{male or female}and a certain value on the dependent variable (e.g., 4 timesin
5 minutes, 12 timesin 5 minutes). These values must vary across units or there
exists no variable for study; for instance, if all persons in the study are male, no
comparison may be made with females, and therefore “gender™ does not exist
in the study as a variable; we could not assess the impact of gender on inter-
rupting behavior. In this example, gender is the independent variable and in-
terrupting behavior the dependent variable. In a hypothesis, we predict that
one’s gender affects one’s interrupting behavior; the converse is clearly impos-
sible in this case.

The main empirical, guantitative methods available to the social or behay-
ioral scientist to investigate bypotheses or research guestionsabout possible rela-
tionships between independent and dependent variables are the experiment
and the sirrey. An experiment is an investigation in which at least one inde-
pendent variable is maniputated or controlled. A survey is a study in which an
attempt is made to measure all variables—independenr and dependent—as
they naturally occur. Note the simplicity of these definitions. Despite common
expectations, an experiment does sot have ro take place in a laboratory setting
{although many do). And a survey does moz have to consist of a guestionnaire
(although most do). An experiment could be conducted in a “real” setting,
such as a workplace. For example, a rescarcher might randomly assign employ-
€C5 i an organization to types of working conditions (e.g., face-to-face work
teams vs. “virtual,” online work teams), and then outcome variables could be
measured.

Most surveys do involve the use of a guestionnaire, that s, a set of ques-
tions that are presented to a respondent either as a self*administered paper-
and-pencil booklet, as an online set of questions, or as an interview. However,
many experiments also use a questionnaire, especially to measure dependent
variables and conirol variables. And a survey that does »of use a questionnaire
is quite possible—it might involve direct observation of behavior: for instance,
observing and tabulating a child’s play behavior. Although the “self-report”
nature of the study has been eliminated, i€’s important to note that the obser-
vation process also relies on subjective human reportage—in this case, a hu-
man observer-coder of others® behavior. As we shall see, this involvement of
humans in the measurement process is of great concern in content analysis.

The relative advantages and disadvantages of the two rescarch approaches
—experiment and survey—are clear. An experiment generally enjoys a high
degree of control and cerrainty about the validity of the independent vari-
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able(s) but is often artificial in its execution {i.e., higher on validity and lower
on generalizability, which is sometimes called external ralidity). A survey is
more true w0 life and tends 1o be more generalizable so long as a rasdom sam-
pleis employed, but its measures are more suspect, especially when they relvon
self-report questionnaice responses (i.e., higher on generalizability or external
validity and lower on validity}. Most scholars agree that the “best” approach is
one of triangulation, that is, testing for a hypothesized relationship among
varizbles with a variety of methods—experiments, surveys, and other, more
qualitative methods. The various methods’ strengths and weaknesses tend to
balance out, and if all the various merhods reveal similar findings, the support
tor the hypothesis is particularly strong.

Content antalysis as a research method is consistent with the goals and
standards of survey research. In a content analysis, an aiternpt is made 1o mea-
sure all variables as they naturally or normally occur. No manipulation of inde-
pendent variables is attempted. Some type of random sampling of the units of
data collection is typical, making the findings generalizable to a larger group-
ing or popafation of messages. Note that the units of data collection are simply
different from those of the oypical survey {i.e., messages rather than persons).
And the quesdonable validity of the measures in a survey also applies to the
content analysis. Just as the self-report nature of most surveys calls ineo ques-
tion the objectvity and validity of their measures, so, too, the involvement of
human decision makers in the content analysis process calls into question the
validity of the coding or dictionary consiruction. In short, the content anvalysis
enjoys the typical advantages of survey research and usually sufffers its draw-
backs as well.

How Content Analysis Is Done: A Flowchart for
the Typical Process of Content-Analytic Research

As a form of scientific endeavor, content analysis ought to be conducred in line
with procedures appropriate #o good science. Box 3.1 contains 2 Bowchart of
the typical process of content analysis, with nine steps outlined. The model fol-
lows the common steps for research in the scientific method, applying appro-
priate terminology for content analysis whenever needed. Subsequent chap-
ters will explore the steps: Steps 1 throogh 3 are treated in Chapter 5; Step 4,
Coding,isincluded in Chapter 6; Step 5, Sampling, is the subject of Chapter 4;
Steps 0 through 8 are addressed in Chapter 7; And Step 9, Tabulation and Be-
porting, is dealt with in Chapter 8. An important distinction apparent in the
flowchart is the splitting off of human coding from computer coding at two
junctures. At this point, it's important 0 understand the differences between
the two.
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Box 3.1 A Flowchart for the Typical Process of Content Analysis Research
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1. Theory and rationale: What conent will be examined, and whir? Ate there certain theorfes

or perspectives that indicate that this particular message content is important to study?
Library work is needed here to conduce 2 good literature review. Will you be using an tn-
kcgrative model, linking content analysis with other data wo show refaticnships with
source or receiver characteristics? Dro you have rerzareh questions? Hypatheres?

. Sampling: Is a census of the content possible? {IFves, go to #6.) How will you ;

randomly semple 2 subset of the content! This could be by time period, by is-

sue, by page, by channel, and so forth.

;

- Concepenalizarions: What parigileswill be used in the study, and how do you define them

concepruaily {i.e., with dictionary-type definitions)? Remember, you are the boss! There
are many ways to define a given construct, and there is no one aght way. You may want to
screen some cxamples of the content yow’re going o analyze, to make sure you've cov-

. Traeming and pifor refiability: Donng a training ses-
sion in which coders work together, find out whether
they can agree on the coding of variables. Then, in an
independent coding est, note the refiebifity on cach
variable. Ar cach stage, revise the codebook or coding

form as noeded.

ered everything you want.

- Opevasionalizavions (mearures): Tour measures should match your conceptualizations

(this is called imzernal palidizy). What anit of desa coliccrion will you use? You may have
more than one unit {e.g., 2 by-uttcrance coding scheme and a by-speaker coding
scheme). Are the variables measured well {i.e., at a kigh fevel of measrement, with cate-
gorics that are eebewstive and mutually excinsive)! An a prigri coding scheme desenbing
all measures must be ereated. Both face validity and conene validiey may also be assessed
at this point.

. Coding: Use atleast twocoders, to

establish intercoder reliability
Coding should be done indepen-
dently, wich at least 10% overtap for
the reliability test.

7b. Cading: Apply dictionaries to the
sample Eext to generate per-unit
(e.g., per-news-story) frequencies
for each dictionary. Do some spot
checking for validatien.

Human Computer
Coding Coding

Computer
Ceding

. Coding schemes: You need to create 4b. Coding schemes: With computer text

the following materials:

a, Codebpok (with all variable
measures fielly explained)

b. Coding form

coneent analysis, you still need a code-
book of soris—a full explanation of
your digtiorarier and method of ap-
plying them. You may use srandard
dictionaries (e.g., those in Hart’s pro-
gram, DHezion) or originally created
dictionaries. When creating custom
dictionaries, be sure to first generare a
frequencies list from vour text sample
and examine for key words and
phrases.

. Finalrefighility: Caleulate a reliability figure (percent

E

agreement, Scoin’s pf, Spearman’s vhe, or Pearson’s #,

for example) for each varfable.

Computer
Coding

. Tabulation and reporting: See various examples of conrent analysis resules to
see the ways in which results can be reporeed. Figures and statistics may be re-
ported one variable at a time (univariate}, or variables may be cross-eabulaed
in different ways (bivariate and muleivariare techniques ). Orver-time rends are
also 2 common reporting method. In the long run, relationships betwesn con-
tent analysis variables and other measures may establish criterion and construct

validiny.
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Human Coding Versus Computer Coding

wo Human coding involves the use of people as coders, with each using a stan-
dard codebook and coding form to read, view, or otherwise decode the rarget
content and record his or her objective and careful observations on preestab-
lished variables. Computer coding involves the automated tabulation of vari-
ables for target content that has been prepared for the computer. Typically,
computer coding means having software analyze a set of text, counting key
words, phrases, or other text-only markers. The term CATA has been adopted
to designate the popular use of “compurer-aided text analysis.”

Uniil recently, some content analysts referred to automated coding as ma-
chine coding, leaving open the possibility of noncompurer automated codin E.
Are there currently any machines other than compurers capable of conductin E
some type of automated content analysis? Not really. However, as will be de-
scribed in Chapters 4 and 6, there are a number of video and audio technolo-
gies that may assist in the coding of visual and auditory content. In all likeli-
hood, as their potentials for fully automated coding develop, ail these
technologics will be firmly linked with {controlled by, or merged with) com-
putcrs. However, theoretically, machine coding could be conducted by a de-
vice other than a computer.

Chapter 6 presents some examples of codebooks and coding forms for hu-
man coding and dictionaries for computer coding via computer text content
analysis. More examples are available at The Content Analysis Guidebook On-
line.

Approaches to Content Analysis

This book presents the view that content analysis is best approached as one
tool for testing relationships within a basic communication model. The classic
Shannon-Weaver (Shannon & Weaver, 1998) model provides the raw frame-
work of source, message, channel, and receiver. Based on this, Berelson {1952)
proposed five purposes for content analysis: {a) to describe substance charac-
teristics of message content {essentially what are described in Chapter 1 as
coneent characteristics), (b} to describe form characreristics of message con-
tent, (¢} to make inferences to producers of content, (d} to make inferences to
audiences of content, and (e} to determine the effects of content on the audi-
ence.

The view presented in this book does not accept the notion thatit is appro-
priate to make conclusions about source or receiver on the basis of an analysis
of message content alone. Carney {1971} expresses the view that there are
three uses of content analysis: Descriptive, hypothesis testing, and facilitaring
inference. This book’s presentation is more consistent with Carney’s view, ex-
tending it somewhat to include the consideration of extramessage variables,
that is, variables measured on source or receiver units.

An Integrative Model of Conteny Analyis

This chapter will attempt to develop an integrative model of content anai-
ysis, which recognizes that whereas content analysis itself can only describe
message characteristics or identify refationships among message characeeris-
tics, its methods are integral to a full understanding of human behavior and
hence essential to secial and behavioral science. When combined with resules
from other studies that use persons as units of inquiry (Shoemaker & Reese,
19203, content analysis can provide important missing links in muitistep mod-
els of human communication behavior and of andience responses to mediated
communication. Thus, whereas Berelson, for example, says that we may iafer
source characteristics or intent from examining message content, this book ar-
gnes instead for the integration of content analytic studies with surveys of
sources that give concrete evidence of source characteristics or intent. The
goals of science are typically presented as deseriprion, prediction, contrel, and
explanation. Only with an integrated approach to data collection can applica-
tions of content analvsis aspire to the highest goal: explanation.

To date, the common approaches to content analysis may be categorized
as descriptive, inferential, psychometric, and predictive.

Descriptive Content Analysis

Many content analyses describe a particular message pool in almost archi-
val fashion. Researchers working in this vein are carefi] to limit their conclu-
sions to the content being studied, although they may clearly be motivared by
a desire toinfer characteristics to the source(s) or to anticipate outcomes of the
messages. These analyses are attractive in their clarity and parsimony. But they
sometimes scem t0 be targets for those who question the scientific importance
or sophistication of content analysis as a method.

An example of descriptive content analysis would be the ongoing research
tracking sexual content in U.S. television programming {Kunkel, Cope-
Farrar, Biely, Farinola, & Donnerstein, 2001). Whereas its origins are clearly
in a concern over the effects of sexual content on viewers, the project never
overstates its conclusions—rchey are purely content based. Key findings in-
clude an identified rise in sexual content over a 2-year comparison period, no-
tably in shows featuring teenagers.

Also, a team at Temple University is currenily involved in a long-range
project to describe formal features of TV as they are presently employed
{ Lombard, Campaneita, Linder, & Snyder, 1996). Motivated by rhe growing
body of evidence concerning the physiological and psychological processing
and impact of structural features of television {e.g., pace of editing, camera an-
gles, sound effects, use of text and graphics), their work begins to document
the state of the art of television production. Their descriptive goal is clear.

Another example of a purely descripive content analysis is the Screen-
Actors-Guild-sponsored analysis of prime-time television programming, the
African American Television Report {Robb, 2000). A team led by Darnell
Hunt at the University of Southern California examined a sample of 384 epi-
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- sodes of 87 prime-time scries on the six broadcast networks, identifying a total
© - 0f 6,199 characters. The study found that although African Americans com-

- posed 12.2% of the U.S. population at the time of the data collection, they ac-
counted for about 16% of the characters. This “overrepresentation™ was more
marked in situation comedies, with more than half {50.5%) of all Black charac-
tets appearing in sitcoms.

It needs to be understood that descriptive does not always mean univari-
ate, that is, describing results one varjable at a time. There might be—and of-
ten should be—a predicted relationship among variables measured in the con-
tent analysis. A good example is Dixon and Linz’s (2000) study of television
news coverage of lawbreakers. They found a significant relationship between
the race of the perpetrator and whether the crime reported was a felony. Thus,
the bivariate {two-variable) relationship is

Race of perpetrator —» Type of crime {felony or nonfelony)

Inferential Content Analysis

The view presented in this book does not endorse most explicit inferences
made strictly from content analysis results, a view consistent with early admo-
nitions by Janis {1949). Counter to this view, Berelson’s {1952} 50-year-old
cncouragement continues to be invoked in cases where researchers wish to
make conclusions about sources or receivers solely from content-analytic stud-
tes. Yet such unbacked inferences are inconsistent with the tenets of the philos-
ophy of science—it is important to note that they are not empirically based.

It seems that interpersonal communication-type content analyses {espe-
chally those with known receiver(sj) tend to try to infer to the source, whereas
mass communication-type studics {with undifferentiated receivers ) tend o at-
tempt to infer to receivers or receiver effects ot both, although this observa-
tion has not been backed by data {e.g., a content analysis of content analyses).
Clearly, however, there is great interest in going beyond description of mes-
sages. As we will see, there are alternatives to nonempirical inference.

Psychometric Content Analysis

E The type of content analysis that seems to have expericnced the greatest
| o growth in recent years within the discipline of psychology is that of psycho-
metric content analysis. This merhod secks (a) to provide a clinical diagnosis
for an individual through analysis of messages generated by that individual or
{b) to measure a psychological trait or state through message analysis.

This particular application of content analysis might be seen as going be-
yond simple inference in that the measures are validated against external stan-
dards. Applying the notion of criterion validity as articulated by Carmines and
Zeller (1979, the technique involves a careful process of validation, in which
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content analysis s linked with cther time-honored diagnostc methods, such
as observations of the subject’s behavior {the “criterion™}. Over a series of in-
vestigations, the content analysis dictionaries (sets of words, phrases, terms,
and parts of speech that are counted up in a sample of the subject’s speech or
writing} are refined to improve their correspondence with the older diagnostic
and psychographic techniques (Gottschalk, 1995; Smith, 1992). The ultimate
goal is, however, to ésfer to a given source without having to apply these other
diagnostic tools each and every time. Buz this is done only after substantiaf,
careful validation with numerous sources.

Predictive Content Analysis

This type of content analysis has as its primary goal the prediction of some
outcome or effect of the messages under examinacion. By measuring key char-
acteristics of messages, the researcher aims to predict receiver or audience re-
sponses to the messages. This necessitates the merging of content-analytic
methods with other methods that use people as units of data collection and
analysis—typically, survey or experimental methods or both.

A good example of this type of study is Naccarato’s (Naccarato & Neuen-
dorf, 1998} combined content analysis and audience study that linked key
print advertising features to audience recali, readership, and evaluations of
ads. Box 3.2 tells the story of the research process, and Box 3.3 carries the pro-
cess a bit further by applying the knowledge gained from the content analysis
to 2 hypothetical creative process of new ad creation.

In a series of studies linking mediz presentations of violent acts and aggre-
gate crime and mortality statistics from archival sources, Phillips {1974, 1982,
1983, Phillips & Hensley, 1984; Phillips 8 Paight, 1987} has cstablished a
long and distinctive record of research using simple predictive content analy-
sis.” He has examined the incidence of homicides after network news coverage
of championship boxing matches, the incidence of suicides after newspaper re-
ports of suicides, and the occurrence of deaths due to car accidents following
soap opera suicides. Although Phillips’s attempts 1o draw causal conclusions
have come under criticism {Gunter, 2000), his research approach has shown
robust, replicable relationships berween media reports and depictions of vio-
lence and real-life events.

Another type of predictive content analysis that has been gaining popular-
ity is the prediction of public opinion from news coverage of issues (<.g.,
Salwen, 1986). Through a blending of content analysis and public opinion
poll summarization, Hertog and Fan (1995) found that print news coverage
of three poteniial HIV transmission routes {toilets, sneezing, and insects) pre-
ceded and was significantly related to public belicfs about those routes as ex-
pressed in polls. Key derails of this innovative and sophisticated study are re-
ported in Box 3.4.
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Box 3.2 The Practical Prediction of Advertising Readership

After 20 years as an advertising professional, John Maccarato wanted his master’s
thesis (sec Naccarato & Neuendorf, 1998) to merge theory and research with a practical
application to his chosen field. In his capacity as 2 business-to-business ad specialist, he
was accustomed ta receiving reports from publishers and from other standard readership
services regarding the level of readership for the 2ds he placed in business-to-business
publications. Privately, he had always asked what he called the “why™ question: Wy did
one ad perform better than ancther? What was ir about a given ad that attracted the
reader?

He setrled on content analysis as a method of linking the already accessible readership
data with ad characteristics. In this way, he would be able to find out if certain ad
attributes bore a relationship to readership scores. Ifso, although causality would not be
verifiable, he could ai least make predicrions from ad characteristics. Only a handful of
studies had tried to do something along these lines; only a few of these analyzed print
advertising, and none had examined the business-to-business context {Chamblee,
Gilmore, Thomas, & Soldow, 1993; Donath, 1982; Gagnard & Morris, 1988;
Holbrock & Lehmann, 1980; Holman & Hecker, 1983; Stewart & Furse, 1986, Wood,
1989, :

Maccarato’s needs were concrete—he wanted 1o find the best combinaten of ad
variatles that would predict reader response—but he did not ignore theory and past
research in his collection. From persvasion theories, he derived measures of the ad’s
appcals [(e.g., humor, logical argument, fear; Markiewicz, 1974). From carlier content
analysis studies, he adapted indicazors of form attributes, such as use of color, ad size, and
other layout features. From practitioner recommendations found in advertising texts, he
pulled variables such as use of case histories, use of spokespersons, and competitive
comparisons. And from his own personal experience in adverdsing, John extracted such
notions as the consideration of the role of chares and graphs in the ad layout. At the end
of the process of collecting variables, he had a total of 190 variahles.

Maccarato’s codebook and corresponding coding form were lengthy (both may be
found at The Content Analysis Guidebook Online). As a result of combining variables and

climinating variables with low reliabilities or lack of variance, the final pool of variables
was redueced to 54 form and 21 conrent variables for inclusion in analyses.

The population of messages was defined as 2!l ads appearing in the trade publicaton,
Electric Light and Power { ELEP) during a 2-year period. Sampling was done by issue;
cight issues were randomly selected, with all ads in each issue included in the analysis {n =
2473 All the ads in EL&P during this time period had been studied via the publisher’s
own readership survey, the PennWell Adverdsing Readership Besearch Beport. This
self-report mail survey of subscribers measured audience recall and readership and
perceptions of the ad as attractive and informative. The survey sample sizes ranged from
200 o 700, and response rate ranged from 10% o 50%.

With the unit of analysis being the individual ad, data were merged to analyze the
relationship between ad characterstics and each of the four audience-centered
dependent variables. Stepwise regression analyses were cenducted to discover which of
the 75 independent variables best construcred a predicrive model.

This approach proved to be fruitful. All four regression models were statistically
significant. Variances accounted for were as follows: For ad recall, 59%; readership, 12%;
informativeness, 18%; artractiveness, 40%. For example, ad recall seemed to be enhanced
by use of a tabloid spread, greater use of color, use of copy in the bottom half of the ad,
use of large subvisuals, and advertising a service {rather than a product). Recall was lower
with ads that were of fractional page or junier page size, that used copyin the right half of
the ad, and that used a chart or graph as their major visval {rather than a photo).

John Naccarato’s practical interest in predicting audience attraction 1o business-to-
business ads was rewarded with some powerful indings and resulted in a caution against
taking pracritioner recommendations oo seriously. In only a small number of instances
did such recommendations match up with the study’s findings of what relares to positve
reader reactions. For example, books by leading advertising professionals recommend
such techniques as the use of a spokesperson, humos, calls to action, and shorter copy.
Yer none of these was related 1o any of the four andience outcomes. On the other hand,
copy placement and use of fear appeals were important predictors that practitioners
usually ignere.

The Integrative Model of Content Analysis

Expanding on this notion of predictive content analysis, it is proposed that a
comprehensive model for the utility of the method of content analysis be con-
structed.

To date, Shoemaker and Reese {1996} have been the most vocal propo-
nents of integrating studies of media sources, messages, audiences, and media
cftects on andiences. They have developed a model of research demains for
rypologizing mass media stadies. Their individual domains are as follows:

A. Sowurce and system factors affecting media content

B. Mediacontent characteristics as related to audience’s use of and evalvation
of content

C. Media content characteristics as predictive of media effects on the avdien

D. Characteristics of the audience and its envircnment as refated to the
audience’s use of and evaluation of media content

E. Aodiences® use of and evaluation of media content as related to media’s
effects on the audience

(K




58 THE CONTENT ANALYSIS GUIDEROOK

Box 3.3 Creating the “Perfect” Advertisement

Using Content Analysis for Creative Message Construction

Box 3.2 shows how an integrative content analysis model can produce powerful
findings with practical significance. By linking message features with receiver response,
Maccarato and Newendorf ([ 1998) discovered specific form and content characteristics of
business-to-business advertisements thai led to recall, readership, and other indicators
of message cifectiveness. A logical next step would be to relate these findings back to the
source level by constructing an ad that incorporates all of the successful predictors.

Just for fun, a sample ad has been creared that does just that. The ad, shown below, is
for the fictional product, SharkArrest. It incorporates all of the exclusively positive,
significant predictors of business-to-business message effectiveness from the Naccarato
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Form Variables

Headline placement, top: The headline, “Uninvited guests can kill your business . . " is located at
the top of the ad, making ir the first disdnguishable feature, from a top-down perspective. This
placement relates positively to perceived imfermativenss of the ad.

Sulyjectapparcntin visuals: Sharks, the subject of the ad, is clearly communicared through the shark
photograph in the top half of the layour. Making the subject apparent in visuals is 2 positive pre-
dictor of both readership and fxformativeness,

Color: The original SharkArrese ad [not reproduced in color here) includes two colorful phoros,
one of a shark and another of 2 beach, and also some color text. Color leads to both #ecalf and
perceived aftractivenes,

Large size of subvisuals: The photo of the beach at the bottom is larger than a bypical subvisual,
which positively predices recail.

Copy placement, botrom: Two paragraphs of copy appear in the bottom half of the SharkArrest ad.
This layour predicts both seeafl and serraetivensess.

and Neuendorf study into a single mcssage.

Content Variables

Fear appeal: The ad uses a fightening photo of 2 great white shark and copy describing some
threatening attributes of sharks, to strike fear in resore owners, because it makes sharks seem like
adanger to both their businesses and cheir guests. Fear appeals positively predict both readersbip
and grzrectivenes of ads.

Ad type—service: The ad is from z shark proteciion company that provides a service w business
customers by keeping sharks away from their properry. Ads for a service are significantly likely to
be recafied by business-to-business ad readers.

These features could all be included in a real-life business-to-business service ad-
vertisement, thus making it a perfect ad, in lighe of the Naccarato and Neuendorf stady
results. More important, this example shows one of the many creative possibilitics
opened up by an integrative content analysis approach.

These authors propose combining the five domains to produce a variety of
broader domains of research, with domain A-B-C-D-E as the optimal “fully elab-
orated model of mass communication” {p. 257). Their model clearly distin-
guishes between message gffects on audiences and audiences’ more active sse of
media messages.

The Shoemaker and Reese (1996} model can productively inform our dis-
cussion of integrating content analysis with additional data. Domains A, B,
and C clearly address the vtility of content analysis data and hold simitarities to
the integrative model proposed here. But key differences do exist. The Shoe-
maker and Reese model is in some senses more restrictive (in its particular ap-
plication to mass communication research) and in other senses more expansive
{in its consideration of modes of inquiry other than content analysis). The in-
tegrative model developed in this chapter is designed with the simple goal of
focusing interest on the role of comstent anatysisin answering questions via so-
cial and behavicral scicnce investigations.

This mode! uses the basic Shannon-Weaver communication model (Shan-
non & Weaver, 1998} as a guide. That model, developed by mathematicians at

Protect your resort with SharkArrest

Rows and rows of razoe-sharp teeth. Five-th d pounds of clamping Thest are
justa few frightening attribues of sharks that can wreak havoe on a successful reson
community. But now there's a solution 10 shark-relsted anxiety.

SharkArmrest is a new service for the safety-
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Box 3.4 Approaching Causality-——Does Press Coverage Cause Public
Optnion?

The prevailing view of news coverage by those who report it is that the news foffows
public opinion, rather than feadsit. Tharis, the public agenda is first established and then
news reporters simply pick up on evident irends and document them. Many scholars
have questioned this point of view, and numerous media effects studies have established
the potential of media messages to change the opinions of individuals. Hertog and Fan
{1995} took the novel approach of tracking aggregate public opinion in light of overall
news coverage on 2 singular topic. Using techniques originally proposed in Fan’s {1988}
book on compurer text analysis of news coverage, they collected public opinion pofl
findings and coneent analyzed news stories on the same topic over the same period of
time.

All seories pertaining to supposed AIDS transmission via sneezes, toilets, and insects,
from cight news sources (four major U.S. newspapers, three news magazines, and the
UPI newswire) were collected for the years 1987 o 1991. The 166 stories were
human-coded For coverage of the issue—%pro” (e.g., representing the view that you can
get AIDS from toilets) or “con™ {e.g., representing the view than you canmer). The
results of 223 National Health Interview Survey polls were available for the same period,
all of which included measures of public perceprion of the likelihood of AIDS
transmission in each of the three manners. Data were merged by time period, with each
poll representing one data point.

Using Fan’s (1938} ideodynamic model, the relative impacts of both pro and con
AIDS transmission stories were assessed. For example, for both sneezing and insects, pro
storics seemed to carry more weight than con steries, resulting in a significant change in
public perception toward the erroneous pro viewpoint,

Most important, Hertog and Fan (1995} used the Granger Causality Test to examine
over-time relationships between news coverage of each AIDS fransmission type and
public opinion. For both sneezing and toilet transmission, they found news content to
predict later public opinien. Public opinion did #a¢ predict subsequent news content.
With a relationship and time ordering well escablished, these findings come as close to
establishing causality as we have seen in content-analytic research.

An Integrative Model of Content Analysis a1

adjustment for the changing information environment {2.g., Baran & Davis,
1995; Dominick, 1990; Schramm & Roberts, 1971; Straubhaar & LaRose,
19946}, For example, current debate over whar constitutes message and what
constitutes channel in considering Internet Web sites {e.g., as when the site is
50 responsive to the user that the channel “interaces™ with the receiver, creat-
ing a unique message pocl and mode of presentation for each individual user)
has not yet resulted in a popular revision of the model {Skalski, 2000). Gen-
erally, the Shannon-Weaver model (Shannon 8 Weaver, 1998) is a paradig-
matic framewoerk for most scholars studying communicadon activity.

The proposed integrative model of content analysis takes off where
Rerelson (1952) left off. Rather than engaging in overt inference making from
content-analytic information alone, the inteprative model calls for the colla-
tion of content analysis message-level data with other available empirical infor-
mation regarding source, receiver, channel, or other contextual states. It re-
quires that a content analysis study be examined within the framework of the
basic communication model. Although this may seem rather mechanistic, it
provides us with a clear picture of what componeits contribute to cur under-
standing of the messages of interest, as well as the nature of the links between
message variables and extramessage variables.

Evaluation With the Integrative
Model of Content Analysis

The quality of the information from each component of the modeled study
should be evaluated, as should the quality and strength of the Jinks among
components. We might think of these links between message variables and
source or receiver variables in terms of how closely tied the data are. Although
the strength of the ties between data sets decreases as we move from first-order
to third-order linkage, all are improvements over simple description and un-
warranted inference.

First-Order Linkage

Bell Laboratories in 1949, was designed to describe the flow ofinformation in
a mediated system and to mathematically model conditions for optimal system
operation {¢.g., reduce noise). The original model consisted of the identifica-
tion of the following elements: source, message, transmitter, signal, channel,
noise, receiver, and destination. The mode! was readily adopted by social and
behavioral scientists as a descriptor of the human communication process,
with soorce “encoding,” receiver “decoding,™ and “feedback™ from receiver
to source as key additions. _
Despite its explication in a wide variety of studies over a 50-year period,
the Shannon-Weaver model {Shannon & Weaver, 1998) has experienced lierle

The units of analysis are isomoerphic (i.e., the same) for content analysis
and source or receiver dara. This one-to-one correspondence allows for strong
relationships to be established, The one-to-one link may be a Type A, in which
the precise messages analyzed in the content analysis are the ones created by
the sources under study or are the ones accessed by the receivers under study.
An example would be Naccarato and Neuendorf’s {1998 ) study of printads, in
which the very ads that were content analyzed were the ads receivers re-
sponded to in a readership survey. Or the frst-otder link may be a Type B, in
which the messages and sources or receivers are linked by a unit of analysis that
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is not 2 message under investigation—for example, if the messages and re-
ceiver characteristics are summarized and then linked by a time period, such as
year; as in studies of news coverage and public opinion (¢.g., Domke et al.,
1997; Iyengar & Simon, 1993; Warts, Domke, Shah, & Fan, 1999},

Second-Order Linkage

In this case, a link is established without a one-to-one correspondence on
some unit of analysis. Such links may be anecdotal or occasional—that is, every
unit in the content analysis is net matched with a unit in a source or receiver
study. An example shown later in this chapter is Andsager and Miller’s (1992)
study of news coverage of a public issue, which they link to intermittently oc-
curring events in the sociopolitical environment.

Third-Order Linkage

Here, there are no one-to-one or occasional correspondences of units of
analysis. Rather, there is an overall fogica! link between content analysis and
other studies based on the variables selected for study. Studies identified ear-
lier as descriptive might easily fit this description. A third-order link is simplya
logical link, using evidence from source or receiver studies to provide a ratio-
nzle for a content analysis or using a content analysis as motivation for scurce
or receiver studies. For example, a set of studies on alcohol advertising found
that two of the most common appeals in beer and wine ads {celebrity endorse-
ments and sex appeals, as identified in a contens analysis) were also si gnificantly
more attractive to teens than to older adults (as discovered in experimentsl
studies of teens and adults, using newly created ads; Atkin, Nevendorf, &
McDermotr, 1983).

The integrative approach is a simple way of analyzing the role of content
analysis in the investigation of the larger framework of the communication
process. Examples that have linked content analysis data with cxtramessage
source data and extramessage receiver data are considered in turn in the fol-
lowing discussion.

Linking Message and Receiver Data

Often, a goal in marketing and mass media research is to demonstrate an
eficct (e.g., greater andience attendance) of media message characteristics.
For example, the Naccarato and Neuendorf | 1998} study (see Box 3.2} could
be modeled in the following way, with § representing source characteristics,
M/Ch representing message (within a channel} characteristics, and R repre-
senting receiver characteristics. The double-headed arrow may be viewed as
leading from message to receiver (indicating effects) or from receiver to mes-
sage {indicating use or voluntary exposure).’

An Inrcgrative Model of Content Analysis
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Nacearato & Neuendorf (1908}

S 2 M/Ch €3 R

. -

0
<>  PRradership survey

conducted by

Content analysis of
business-to-business
magazine ads publisher /

.

Dhata are linked one-to-one {first-order linkage, @}; the unitof analysis is the indi-
vidual ad, for which both content-analytic and survey data are collected. Note
that the units of data collection are different, however (unit = ad for the content
analysis, unit = person for the readership study).

In evaluating this content analysis, we might criticize the low reliabilities
of a number of measures and the inclusion of a relatively small number of con-
tent (vs. form) variables. The readership survey may be criticized for sampling
problems and self-report issues typical of readership studies. On the other
hand, the linkage is quite sound, given the one-to-one correspondence by in-
dividual ad. Asnotedin Box 3.2, the researchers were able to conduct mulsiple
regression analyses to predict readership scores from ad characteristics.

In the case of Hertog and Fan’s {1995 study (sce Box 3.4), the original
units of sampling or data collection are ziot the same, but the two data sets have
some shared unit of analysis. The study could be summarized as

\

/ Hertog ¢~ Fan (1995)

S = M/Ch = R
I

Computer text content €3 Public opinion polls
analysis of print news about HIV transmission

stories abour HIV

\ transmission /

Dhata are linked by time period (first-order linkage ); the units of analysis are time
periods corresponding to 23 available National Health Interview Surveys b'c-
tween 1987 and 1991; the original units of data collection were the news stories
for the content analysis and the individual respondents for the polls. Each study
was well executed, and the tie between the two was hirly strong.

In an extraordinary study that ultimately linked pessimism in popular
songs to the subsequent state of the 1.8, economy (really), Zuliow {1991}
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also accessed publicly available data {public opinion poll findings and eco-
nomic data) to link with his content analysis. This is also a wonderful example
of the high level of sophistication to which content analyses may aspire. Both
the coding scheme and the time-series analysis plan required a high degree of
methodological and statistical expertise. Zullow found that as pessimistic ru-
mination (i.c., negative descriptions or evaleations of an event) in popular
songs increased, consumer optimism declined. Furthermore, he found that a
decrease in gross national product {GNP} tended to follow. The flow from
“bad vibes™ songs to lowered GNP was found to occur over an average of 2
vears. His study may be diagramed as

~

/ Zullow (199]1)
S 3 M/Ch = R

-
-

@
Human text content <> Public opinion polls
analysis of lyrics of measuring consumer
top recorded songs, optimism
coding for pessimistic
\ rumination /

Data are linked by time period {year; first-order linkage). Each data collection was
sound: The intercoder reliabilities for the coding of song lyrics were good, and
the consumer polls were the highly regarded Index of Consumer Sentiment, con-
ducted by the Survey Research Center at the University of Michigan.

Zulow (1991} has applied measures of pessimism and rumination in
other contexts. In a human-coded content analysis of Democratic and Repub-
lican presidential candidare nomination acceptance speeches from 1948 to
1934, Zullow and Seligman {1990) found that the candidate who expressed
more pessimistic rumination lost 9 of 10 cimes. Again, the study linked mes-
sage characteristics and audience (receiver) responses in a clear and powerful
manaer.

Boiarsky, Long, and Thayer’s (1999) study of children’s science television
provides a clear case of a third-order linkage, using content analysis to test the
prevalence of key message characeeristics that have previously been found to
be important to the receiver’s response. They chose three form characteristics
that had been well studied in experimental work: content pacing, visval pac-
ing, and use of sound effects. Past studies had found rapid visual or auditory
change to increase children’s attention to television programming (in some
cases, resulting in enhanced learning) but on the other hand had found rapid
topic switching to inhibit children’s learning {p. 186). The Boiarsky team was
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interested in finding out whether contemporary children’s programming that
ostensibly had an educational goal—science programming—used devices that
would maximize children’s learning. Their mixed findings indicated a high
number of attention-gaining features {e.g., sound effects, quick cuts) but also
rapid pacing (¢.g., cuts rather than dissolves, very frequent topic shifis) that
would tend to inhibit childeen’s learning. The study’s linkage with previons
work may be diagramed as

\

Boiarsky, Long, & Thayer (1999}

§ =2 M/Ch = R

-
-

€
Human content =  Experimental research
identifying the impact of
features of children’s several key formal features
science television of children’s television

- S/

Again, the contents-analytic research and experimental studies, each well con-
ducted in their own right, are linked only loosely, by a logical third-order connec-

tion {{3}).

analysis of formal

Linking Message and Source Data

In content analyses in the field of psychology, a link between source char-
acteristics and message characteristics is often desired. For 2 half century,
Louis Gottschalk and colleagues have been invelved in developing methods of
measurement of psychological dimensions (with biological roots}) in children
and adults, through the analysis of the content and form of their verbal behay-
ior {Gottschalk, 1995, p. 3}. The early studies, especially, provided strong
links berween source and message; they were designed to validate content
analysis measures against more traditional evaluative procedures—self-report
scales, physiological measures, and psychiatric rating scales {assessed by an ex-
pert, trained observer).

In one study, the researchers measured brain activity, cerebral glucose ley-
els, as well as levels of hopefulness and hopelessness in verbal reports of dreams
following REM sleep, non-REM sleep, or silent, waking mentation (Gotts-
chalk, Fronczek, & Buchsbaum, 1993}, They concluded that there are “differ-
ent cerebral representations for hopefulness and hopelessness during each fof
the three] states] of consciousness™ {Gotischalk, 1995, p. 14}, Their study
could be modeled as
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- Gottschalk, Froncuck, & Buchsbawm (1993)

M/Ch = R

0l

& Content analysis of
verbal reports of dreams

S ->

Physiological measures
during one of three
different states of )

consciousness )

Dara are linked on the individual subject {person), a first-order linkage.

In a study of interpersonal verbal behavior, Marche and Peterson (1993)
refuted a substantial body of evidence indicating that males engage in the ma-
jority of interruptions when conversing with women. Their study looked at
20-minute structured conversations of 90 dyads, with same-sex or oppo-
site-sex composition. With good intercoder reliability {87%-95%), conversa-
tion interruptions were identified by human coders. Interruption behavior did
not vary significantly by age, by gender of the interrupter, or by the gender
composition of the dyad: Males did not interrupt more often than did females.
The study could be modeled

4 N

Marche & Peterson (1993)

S > M/Ch =2 R

@
> Content analysis of

interrupting behaviors

Identitication of source
characteristics {e.g.,
gender) and consrolicd
context of speech event
{e.g., assigned gender

\composition of dyad) /

Data are linked by the individual subject (person).

In journalism, studies that link content analyses with source studies seem
to be a bit rarer than those linking message and receiver data. Shoemaker and
Beese’s (1996) comprehensive volume on “mediating the message™ is unique
in its emphasis on the study of mass media sources and those source and struc-
tural factors affecting the production of media content. Notably, they rely on
the Westley and MacLean {1957} mode! of the news-gathering pracess. This
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model is similar to the Shannon-Weaver (Shannon & Weaver, 1998)
source-message-channel-receiver model but with a notable addinon—a “uni-
verse of possible messages” from which sources sefect {Shoemaker & Reese,
1996, p. 34). But studies that investigare how sources make this selection are
infrequent. Shoemaker and Reese have summarized scores of content-analytic
studies that clearly intend to infer back wo source intent without source data.

The few news studies that de include source daca include Farley’s {1978)
study of magazine publisher gender and tone of coverage of the Equal Rights
Amendment, in which female publishers produced more favorable coverage.
Anather source-integrative study is Shoemaker’s (1984 investigation of spe-
cial interest and other political groups, in which she combined content analy-
ses of The New Tork Times’ coverage of 11 political groups with survey dara
tapping U.S. journalists® attitudes toward those groups—the more “deviant™
the journalists judged the groups, the less legitimately the publication por-
trayed the groups (Shoemaker & Reese, 1996, p. 90). Some studies of news
coverage have measured source organizationslvariables rather than character-
istics of individual authors or gatekeepers. For example, in a study of the im-
pact of corparate ownership on news reportage, Pasadeos and Renfro (1988)
compared the content of the New Tork Post before and after its purchase by
media mogul Rupert Murdoch. They found that Murdoch ownership signaled
a greater amount of page space devoted to visuals and & more sensational cov-
erage style.

A content analysis that included a perfunceory survey of entertainment
sources is Smith’s (1999). Her study of character portrayals in female-focused
blms of the 1930s, 1940s, and 1990s {introduced in Chapter 1} included un-
obtrusive measures of the gender of key *sources™ of the films—writers, direc-
tors, producers, and editors—as identified in film encyclopedic sources. Her
findings inchided the identification of a somewhat surprising impact of female
involvement behind the scenes, such that greater female creative control was
related to a higher level of stercotypically feminine porirayals of women char-
acters. Smith’s combination of unobtrusive measurement of a key source vari-
able (gender) and content analysis could be modeled in the following manner.

N

Smith {1992)
S > M/Ch > R
)
Unobtrusive — Human content
tapping of analysis of characterisrics
genders of of female-focused Alms
those in creative and characrers within

\ control of Hlm those flms /




Data are linked by film (a strong first-order linkage). The survey of sources was as
valid as the encyclopedic sources used, and the content analysis was generally

" quite competent but suffered from some low reliabilities.

In a mass media study exemplifying a somewhat more tenucus
source-message link, Andsager and Miller {1992) explored a connection be-
tween newspaper coverage of RU-486, the so-called abortion pill, and events
occurring in the environment that were likely to affect news coverage. Each of
998 news stories appearing in major newspapers between 1982 and 1994 was
computer content analyzed. Several important framings of the abortion pill
were discovered in a cluster analysis of 125 key rerms—information, women’s
health, and policy. Producing a time line for each of these three clusters, the re-
scarchers identificd peaks in the types of coverage. They provided proposed
explanations for these peaks based on time-matched events. For example, a
peak in women’s-health-type coverage of RU-486 in 1989 coincided with the
announcement of a University of Southern California clinical trizl of the pill
and a new campaign by the National Organization for Women to legaiize
RU-486 in the United States. Another peak, in 1993, co-occurred with the
Food and Drog Administration’s approval of testing RU-486 in breast cancer
prevention trials. As Andsager and Miller point out, “the incorporation of
time-sequencing plots 2dds to undesstanding of relationships among a varery
of concepts involved in an issue over time. They also aid in interpreting what
events and issues shape coverage” (p. 9). The study may be diagramed as

/ Andsager & Miller (1992} : \
S > M/Ch - R
N @
Critical interpretation €  Computer text content
of events that would analysis of print news
gain atrention of news stories about RU-486
professionals {senree !
context variables) |

\_ J

Data are linked by time sequencing (but with only 2 second-order linkage [(2)):
that is, without a one-to-one correspondence of units of analysis}.

Developing New Linkages

To date, content analysis studies that engage in some sort of first-order or
second-order linkage between message and source or message and receiver are
the exception rather than the rule. And studies that link all three—source,
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message or channel, and receiver—are rare. Some collected research reports,
such as the 1972 Surgeon Generals Repore on Television and Social Bebavior
fComstock & Rubinstein, 1972} have at least addressed all three. In the
five-volume report on media violence, the editors combined several television
content analysis and effects studies with a chapter on source (e.g., interviews
with producers, writers, and directors; Baldwin & Lewis, 1972).

Besearchers should be encouraged to add source or receiver data collec-
tion io their content analysis studies whenever possible. And although not for-
getting theory as the primary motivator for any study, researchers might be
alert to the potential for adding a content analysis to already existing findings
regarding sources or receivers. For example, Solomon and Greenberg (1993}
studied choices made by professional television property masters in theirselec-
tion of furniture, clothing, and other props for TV commercials. Their survey
of 25 working professionals found evidence of high consensuos in choices of
props for characters of a particular social class and gender. A content analysis
could confirm how widespread is this “collective selection among individuals
responsible for constructing the “worlds’ present in television commercials™
{p-17).

Sometimes, findings regarding the effzets of a certain type of message may
just be sitting there, waiting for a content analysis to add to the knowledge
base. For example, Chen and Rada (1996) conducted a meta-analysis of exper-
imental stedics on the utilicy of hypertext, synthesizing the gquantitarive find-
ings of 23 studies. They found a significant positive relationship between
nonlinearity of structure and effective user performance and a signiticant posi-
tive relationship between the presence of graphical maps and user perfor-
mance. A logical next step would be fora researcher to see how prevalent these
important hypertext characteristics are in the information pools of CD-ROMSs
and Web sites, for instance. The characteristics of nonlinearity and graphical
representation have been found o be effective for users; now we may ask, are
they being put 1o use in hypertext applications? Content analysis may bring
closure to this issue and to others that could benefit from content-analytic
data.

Notes

1. A comtrolvartable helps assess whether an alternative explanation to a true rela-
tionship between X and Y may exist. For example, we may wish to test whether an indi-
vidual’s television viewing (X} leads to the individual’s aggressive behavior (), which
we could diagramas X ---> ¥. There may be reason to believe thar the level of aggressive
behavior in the home (Z) may be related to both X and Y, most likely in one of the fol-
lowing ways: (a) X ---> Z --->T or (b} X <--- & ---> Y. That is, perhaps (a) television ¢x-
posure leads vo aggression in the home, which in turn leads 1o an individual behaving
aggressively, or{b)a climate of aggression in the home leads to both increased TV view-
ing and an individual in the home behaving more aggressively. In cither case, X does
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pot -I';u-:ﬂj" affect Y, and any relarionship found bevween X and Y is what we call 1pari-
aws. Also, in either case, Z constitutes an afternative explanation fora relationship be-

“tween X and Y. We might include a measure of Z in our study as a control variable. I, af-

terincluding Z as a statistical control, a relarionship berween X and Y still holds, then Z
“may be climinated as an alternative or competing explanation.
2. Morerecently, Phillips’s work has examined mortality rates as related to other,
nonmedia factors, such as living in or visiting New York City {Christenfcld, Glynn,
Phillips, & Shrira, 1999}, the symbolic meaning of an individual’s inidals {Christen-
feld, Phillips, 8 Glynn, 1999), and whether a person’s birthday has recently occurred
{Phillips, Van Voorhees, & Ruth, 1992).

3. As a point of comparison, the typical nonintegrative (i.c., wholly descriptive)
content analysis might appear like this.

4 ™

Dixon & Linz (2000}

M/Ch €= R

S =

Content analysis of
television news coverage

\ of lawbreakers )

In this model, no data have been linked from either the sources of the MESSAZES Or
the receivers of the messages.

CHAPTER 4

Message Units and Sampling

his chapter introduces the reader to the initial decisions necessary in con-

tent analytic research. Various types of units are considered, showing the
range of choices in selecting the unit{s) for 2 given study. There is discussion of
proper random sampling techniques, including the standard simple random
sampling, systematic random sampling, cluster sampling, stratified sampling,
and multistage sampling. Issues of access to sampling frames, message archive
documentation {Rescurce 1), the use of the NEXIS database for text collec-
tion [Resource 2), and the management of the medium (e.g., the use of com-
puter programs to unitize and mark-up video content) are explored.

Units

In content analysis, a #sét is an identifiable message or message component,
(a) which serves as the basis for identifying the population and drawing a sam-
ple, (b} on which variables are measured, or {c) which serves as the basis for re-
porting analyses. Units can be words, characters, themes, time periods, inter-
actions, or any other result of “breaking up a ‘communication’ into bits™
{Carney, 1971, p. 52).

As indicated in Chapter 1, these types of units are called units of sampling,
units of data collection, and vuniws of analysis. They are not always the same; for
cxample, Lombard et al. {1996 have routinely used a random sampling of
time periods, dates, and television channels to obrain a good representative
sample of television programming. From this body of coatent, they analyze
certain variables for each episode. For other, more microscopic variables, each
randomly selected 10-second time interval within the episode {“timepoint™)
is used as the unit of data collection, and other units of data collection are also




