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Generalized linear model specification



Link function for binary response



Logit models as latent response models



“logit” regression v. ”progit” regression

I Logit regression:

I Probit regression:



Illustration of logit GLM and latent response formulations



Random-intercept logistic regression

I To relax the assumption of conditional independence we
add a group-specific random intercept ζj to the linear predictor:

I We assume that yij |πij ∼ binomial(1, πij), given that
πij ≡ Pr(yij |xij , ζj)

I We can estimate this model using xtlogit

I Alternatively we can use the xtmelogit command, but we
must specify the number of integration points



Poisson models

I This is also a GLM, but with different link and error functions

I Focus here is on a constant incidence rate λ defined as the
instantaneous probability of a new event per time interval

I The number of events y that occur in time t has a Poisson
distribution:

Pr(y |µ) =
exp(−µ)µy

y !

where E(y) = µ and is given by

µ = λt



Specification for single-level Poisson regression



Random intercept model for multilevel Poisson regression

I Commands are xtpoisson and xtmepoisson

I It is also possible to run random coefficients models for
Poisson


